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The RAD52 epistasis group genes are involved in homologous DNA
recombination, and their primary structures are conserved from
yeast to humans. Although biochemical studies have suggested
that the fundamental mechanism of homologous DNA recombina-
tion is conserved from yeast to mammals, recent studies of verte-
brate cells deficient in genes of the RAD52 epistasis group reveal
that the role of each protein is not necessarily the same as that of
the corresponding yeast gene product. This review addresses the
roles and mechanisms of homologous recombination-mediated
repair with a special emphasis on differences between yeast and
vertebrate cells.
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Chicken DT40 Cells as an Experimental System to Analyze
Homologous Recombination (HR)

Chicken B lymphocyte precursors diversify the variable seg-
ments of their Ig genes not only by site-specific V(D)J DNA

recombination, but also by a HR process, Ig gene conversion,
which occurs in the bursa of Fabricius (recently reviewed in ref.
1). Mature chicken B lymphocytes are also capable of undergo-
ing Ig gene conversion in splenic germinal centers on antigenic
stimulation (2). A chicken B lymphocyte line, DT40, trans-
formed with an avian leukosis virus, continuously undergoes Ig
gene conversion during in vitro culture (3, 4). Remarkably,
targeted integration occurs in these cells with efficiencies that
are orders of magnitude higher than those observed in mam-
malian cells (5). This integration occurs at all loci analyzed
including silent loci such as the ovalbumin and a-crystalin loci.
Efficient gene targeting is demonstrated in all chicken B lym-
phocyte lines analyzed, including another avian leukosis virus-
transformed cell line, RP9, and a v-rel-transformed cell line
27L2, suggesting that this extraordinary capability might be
shared by even some ex vivo chicken B lymphocytes (5). The
molecular mechanism responsible for the high targeting effi-
ciencies in chicken B lymphocyte lines is not clear. Conceivably,
a common molecule may be responsible not only for Ig gene
conversion but also for enhancing gene targeting efficiencies,
because both these processes are mediated by HR and are
observed only in chicken B lymphocytes but not in chicken non-B
cells or mammalian cell lines. Although we have found some
molecules to be required for efficient gene targeting in DT40
cells (Table 1), none of them appear to account for the high
levels of gene targeting because they are expressed both in DT40
cells and the chicken non-B cell lines.

Besides efficient gene targeting, DT40 cells possess a number
of advantages as a tool for reverse genetic studies. First, the
relatively invariant character of DT40 cells, during extended
periods of cell culture, allows for the performance of sequential
gene targeting of up to three genes in a single cell using seven
different selection marker genes. Because some DNA repair
pathways are complementary to each other, cells deficient in two
repair pathways often exhibit an extremely severe phenotype
when compared with cells deficient in either pathway alone (10).

Using this reasoning we have been able to investigate distinct as
well as overlapping roles of independent repair pathways by
knocking out multiple genes involved in DNA repair in DT40
cells. Second, the extremely rapid growth rate of DT40 cells, with
a doubling time of 8–10 h, makes it easy to perform phenotypic
analysis. Third, the absence of functional p53 in DT40 cells offers
an additional advantage in the analysis of mutant cells exhibiting
genome instability (15). DNA lesions in such mutant cells would
elevate the level of p53 product, leading to the decrease in the
cloning efficiency of cells, significantly reducing the growth rate,
and inducing apoptosis.

Although HR-deficient yeast mutants are viable, some HR-
deficient vertebrate cells show impaired proliferation or even
lethality (6, 13) (Table 1). Therefore, we have investigated the
effect of HR deficiency in vertebrate cells by generating condi-
tionally mutant cells. Three methods have been used successfully
for conditionally suppressing the expression of genes in DT40
cells. As shown in Fig. 1 for RAD51, the structural and functional
homologue of Escherichia coli RecA, we generated conditionally
null DT40 clones that express a human transgene under the
control of a tetracyclin-repressible promoter (6). Although
the promoter activity was suppressed by more than 100-fold upon
the addition of tetracyclin, possible effects of leaky expression
cannot be excluded (16). One way to overcome this disadvantage
is to use a chimeric Cre recombinase. The Cre recombinase
recognizes loxP sequences and deletes or inverts sequences
between two loxP sites depending on the relative orientation of
these two loxP sequences. The chimeric Cre recombinase carries
a mutated hormone-binding domain of the murine estrogen
receptor (17), which binds the antagonist 4-hydroxytamoxifen
(OH-TAM). Upon the addition of OH-TAM to the culture
media, the chimeric Cre recombinase is translocated into the
nucleus where it recognizes loxP sites and recombines the DNA
to delete the gene of interest. Cre-mediated recombination
works efficiently in DT40 cells; virtually all of the genes flanked
by two loxP sequences were deleted within 24 h after the addition
of OH-TAM (unpublished work). Although this system allows us
to completely inhibit the expression of a gene of interest,
Cre-mediated recombination does not occur in a synchronous
manner in a population of cells, as observed in the tet repressible
promoter system.

A third method of generating conditionally mutant clones uses
temperature sensitive (ts) mutant genes. The physiological body
temperature of the chicken ranges from 40.9°C to 41.9°C; the cell
culture temperature can vary from 34°C to as high as 43°C
without loss of viability. In a procedure designed to generate ts
mutants of an essential gene, such as that encoding the kinet-
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ochore protein CENP-C (T. Fukagawa, personal communica-
tion), the wild-type allele of a heterozygous mutant clone is
replaced by mutated cDNA through gene targeting (Fig. 1B),
with the result that the cells express only a mutated cDNA
instead of the wild-type gene. Each clone transfected with a
mutated cDNA is split into two populations, one of which is
cultured at 34°C and the other at 43°C. Thus, clones exhibiting
a ts phenotype can be identified easily if they survive at 34°C, but
die at 43°C. Once appropriate ts mutant clones are identified, it
is possible to study the role of the ts genes at each phase of the
cell cycle by synchronizing the mutant cells and shifting them to
a restrictive temperature only transiently. In comparison to the
tet promoter system, which gradually decreases the level of the
encoded protein depending on the half-life of its transcripts and
the protein, a ts mutated protein may be inactivated rapidly just
by shifting the temperature of cell culture. The ts system
therefore offers an enormous advantage for the phenotypic
investigation of a gene whose mutation is lethal.

Heteroallelic HR Plays an Important Role in DNA
Double-Strand Break (DSB) Repair in Yeast but Not in
Vertebrate Cells
A chromosomal break is lethal if left unrepaired (18). Two major
repair pathways that exist in eukaryotes to tackle DNA DSBs are
nonhomologous end-joining (NHEJ) and HR (reviewed in refs.
19–27). NHEJ repairs adjacent broken DNA ends with little or
no requirement for extensive sequence homology, whereas the
more accurate HR requires an intact template of a homologous
sequence either in a homologous chromosome or in a sister
chromatid. The primary structures of genes involved in the two
pathways are conserved between yeast and vertebrates, including
the products of the RAD52 epistasis group genes for HR and the
Ku proteins for NHEJ. However, the relative roles of two DSB
repair pathways appear to be quite different between yeast and
vertebrate cells.

In yeast, HR is preferentially used for DSB repair throughout
the cell cycle, except for the G1 phase of haploid cells. Cells
deficient in HR, such as rad52 mutants, are extremely hyper-
sensitive to ionizing radiation (IR) (28). On the other hand,
NHEJ-deficient cells, such as hdf1 (a homologue of the verte-
brate Ku70), show virtually no IR sensitivity even in the G1 phase
of haploid cells, whereas cells deficient in both Rad52 and Hdf1
are only slightly more IR sensitive than the rad52 mutants (28).
Thus, NHEJ works as a minor backup option for HR in DSB
repair. In contrast, murine embryonic stem (ES) clones deficient
in either the NHEJ pathway (Ku702/2) (29, 30) or the HR

pathway (Rad542/2) (31) show elevated radio sensitivity. Fur-
thermore, HR-deficient Rad542/2 adult mice do not exhibit IR
sensitivity (32), whereas NHEJ-deficient scid mice, which carry
a mutation in the catalytic subunit of the DNA-dependent
protein kinase (DNA-PKcs) gene, are hypersensitive to IR (33).
These data indicate that in marked contrast to yeast HR plays a

Fig. 1. Strategy for generating conditionally gene targeted clones. Ts mu-
tant cDNAs of a gene of interest can be designed based on information from
yeast ts mutants, if available. Following the standard protocol to generate ts
mutant cells, each mutated cDNA is introduced by targeted integration into
the intact endogenous locus of the gene in heterozygous mutant (1y2) DT40
cells. The resulting cells should be homozygous mutant (2y2) cells and
express only the mutated protein.

Table 1. Cellular phenotypes of null DT40 mutants of genes involved in DSB repair and checkpoints

Gene, reference Viability
Genetic

instability

DNA damage sensitivity
Rad51 focus
formation HR activitiesIR Crosslinking agents

RAD51 (6, 7) Cell lethal Extensive* Defective
RAD52 (8) Viable No No No Yes Slightly defective†

RAD54 (9, 10) Viable Yes Yes Yes Enhanced Defective
RAD54B‡ Viable No No No Slightly defective†

RAD54yRAD54B‡§ Viable Yes¶ Yes Yes Defective
RAD51 paralog\ (11), (12) Cell viable\ Yes\ Yes\ Yes\ Defective\ Defective\

MRE11 (13) Cell lethal Extensive* Yes Yes Defective
KU70 (10) Viable No Yes Slightly more tolerant** Yes Normal
ATM (14, 15) Viable Yes Yes Yes Slightly delayed Slightly defective†

*Chromosomal breaks was presumably underevaluated for the reason discussed in the text.
†The frequency of gene targeting is reduced by less than 5-fold.
‡Y. Yamaguchi-Iwai and S.T., unpublished work.
§Cells deficient in both RAD54 and RAD54B.
¶Higher sensitivity than Rad54-deficient cells.
\All mutant clones of each of the five Rad51 paralog genes (RAD51B, RAD51C, RAD51D, XRCC2, and XRCC3) exhibit very similar phenotypes.
**M. Takata and S.T., unpublished work.
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less important role in DSB repair than NHEJ, especially in adult
mice. DT40 cells deficient in both DSB repair pathways show a
dramatic increase in radio sensitivity when compared with either
type of the single mutant clones (10). Likewise, adult mice
deficient in both Rad54 and DNA-PKcs are significantly more
IR-sensitive than those deficient in Rad54 alone (32). These
observations strongly suggest that these pathways act in a
complementary fashion.

Diploid yeast cells are more tolerant to IR in the G2 phase than
in the G1 phase, indicating that for DSB repair the sister
chromatid is the preferred template as compared with the
homologous chromosome (34). Likewise, mammalian cells are
more tolerant to IR in the late S to G2 phases than in the G1 to
early S phases. This increased IR tolerance depends to a large
extent on Rad54 (10) and XRCC2 (35, 36), a Rad51-like protein,
indicating that HR repairs DSBs using the other intact sister
chromatid as a template. Although both yeast and vertebrate
mitotic cells repair a broken chromatid through HR using the
other intact sister chromatid in the S phase, the usage of
interhomologue recombination in DSB repair appears to be
quite different between yeast and vertebrates (reviewed in ref.
37). In the G1 phase, wild-type diploid yeast strains are more
tolerant to IR than haploid strains, suggesting that chromosomal
homologues also can serve as templates for DSB repair (28, 34,
38). In contrast, in the mammalian cells, such heteroallelic
recombination, which might result in loss of heterozygosity,
occurs only occasionally even after the induction of a DSB
(39–43). In agreement with this observation, Rad54 deficiency
in DT40 cells elevates IR sensitivity in the S phase but not in the
G1 phase (10). These observations suggest that the HR-mediated
repair system of vertebrates tends not to perform interhomo-
logue recombination. A simple model to explain this is that
HR-mediated repair in the G1 phase requires more intensive
homology search between homologous chromosomes in verte-
brate cells than in yeast. In contrast, the close proximity of a pair
of sister chromatids may allow efficient HR-mediated repair
during late S-G2 phases. Probably for this reason, NHEJ plays a
major DSB repair role in the G0/1 phases in vertebrate cells (10).

Furthermore, the HR pathway seems to be suppressed in the
G0/1 phase in vertebrate cells. It has been observed that neither
Rad51 nor Rad54 protein is detectable in the G0 phase even after
genotoxic treatments (44), whereas the transcription of the
RAD51 and RAD54 genes can be induced by IR in yeast (45, 46).
The formation of subnuclear foci of Rad51, which are believed
to contain an active and extensively polymerized form of the
protein (47–50) (reviewed in refs. 21 and 25), is induced by IR
in the S to G2 phases but not in the G1 phase in a rodent cell line
(51) (U. Ear, D. Hari, and D. K. Bishop, personal communica-
tion). Given that Rad51 plays a central role in an early step of
HR-mediated repair, these observations suggest that vertebrate
cells are incapable of initiating HR during the G0 and G1 phases.
This explains why Rad54-deficient adult mice, where even cells
in tissues with rapid turnover are in the G1 phase, show no
detectable elevation of IR sensitivity, although deletion of the
RAD54 gene in more rapidly cycling murine ES cells causes an
increase in IR sensitivity (32). Lack of HR-mediated repair
during the G0 and G1 phases, in turn, might avoid the possible
interference of NHEJ and HR with one another in competition
to reach a DSB end, as has been suggested for the KU and RAD52
genes (52).

Homologous DNA Recombination Is Essential for the Viability
of Vertebrate Cells
A wide range of potential insults to genomic DNA is afforded not
only by environmental factors, but also by cellular activities per
se. Various types of lesions are generated continuously, and
estimates of the number of each lesion produced daily per human
genome range from a few to several thousand, depending on the

type of lesion and the detection technology (53, 54). Spontane-
ous damage arises in many forms and appears to be efficiently
repaired by a variety of repair processes. If the damage is not
repaired before the cell progresses to the next stage of the cell
cycle, the nature of the damage may alter, resulting in the
formation of secondary lesions. For example, if a G1 cell carrying
single-strand breaks in its genomic DNA progresses through S
phase, the single-strand lesions will be converted to secondary
lesions, i.e., DSBs in sister chromatids (reviewed in refs. 55 and
56). Similarly, some types of covalently modified base residues
are known to arrest DNA replication, causing a daughter-strand
gap that encompasses the damage in the template strand (57). In
addition, bacterial studies have indicated that stalled replication
forks are actively converted to DSBs as a part of the replication
fork restart process (58). Although not yet demonstrated, it
seems possible that a similar mechanism of replication restart
might occur in higher eukaryotes (reviewed in refs. 55 and 56).
Thus, DNA replication at primary lesions in the template strand
can result in more severe secondary DNA lesions such as gaps
and chromatid breaks.

Although HR-deficient yeast cells can proliferate, murine cells
deficient in key HR proteins such as Rad51 or Mre11 are
nonviable (6, 13, 59, 60). To investigate the essential roles of
Rad51 and Mre11, we generated conditionally Rad51- and
Mre11-deficient DT40 cells. The depletion of Rad51 or Mre11
causes both the appearance of randomly distributed chromo-
somal breaks (up to a few breaks per mitotic cell, Fig. 2) and
subsequent cell death (6, 13). Furthermore, chromosomal breaks
also occur in cells deficient in other genes of the RAD52 epistasis
group, including RAD51ByCyD, XRCC2, XRCC3, and RAD54
in DT40 cells (Fig. 2) (10–12) and XRCC2 and XRCC3 in
Chinese hamster cell lines (36, 61) (reviewed in ref. 19). These
observations suggest that DSBs may occur frequently during the
cell cycle and that a defect in HR-mediated DSB repair accounts
for the appearance of such chromosomal DSBs. We attribute the
lethality of HR defects in vertebrate cells to the important role
of HR in maintaining the integrity of chromosomal DNA: the
several hundred-fold difference in genome size between verte-
brates and lower eukaryotes may account for the contrasting
lethality of such deficiency in yeast and vertebrate cells.

It is likely that HR-mediated DNA repair occurs during DNA
replication. This idea is supported by the presence of a number
of Rad51 foci at S phase (47, 49). Furthermore, as discussed
above, some types of DNA lesions on a template strand are
converted to chromatid breaks and daughter-strand gaps by
DNA replication. These secondary lesions could stimulate HR
with the other intact chromatids and subsequently be repaired by

Fig. 2. The level of spontaneous chromosomal aberrations in various DT40
mutant clones. Data are presented as macrochromosomal (1–5 and Z) aber-
rations per mitotic cell.
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gene conversion. Such gene conversion events might be associated
occasionally with sister chromatid crossovers (42, 62). To examine
the presence of HR between sister chromatids, we studied the
involvement of HR in microscopically visible sister chromatid
exchanges (SCEs) by measuring the level of SCE in HR-deficient
cells (Fig. 3A). SCE is known to be an S phase-associated repair
process and can be induced by treating cells with various mutagens
including crosslinking agents and UV before DNA replication (63).
Furthermore, both mammalian and chicken cycling cells exhibit up
to five spontaneous SCEs per mitosis (7, 64, 65). We showed that
HR is indeed responsible for mediating both spontaneous SCE and
SCE induced by a crosslinking agent (Fig. 3B), suggesting the
presence of HR-mediated repair during the cell cycle (7). Gene
conversion events associated with crossover occur frequently during
meiosis but only occasionally during mitosis in yeast (66). Given that
crossing-over appears to be a relatively infrequent event during
mitosis (42, 62, 67) these visible crossing-over events (SCEs) suggest
that the level of HR-mediated replication-associated repair may be
quite high in vertebrate cells.

The ability to manipulate HR would remove a major bottleneck
in various approaches to gene therapy, as well as facilitating further
biological research. The recent findings linking HR to DNA
replication may have important implications for those interested in
genome manipulation by HR. Gene targeting efficiency depends
highly on the length of homology of the targeting sequence. Indeed,
when this length of homology is increased from 6 kb to 12 kb the
efficiency of targeted integration increases by as much as 10-fold in
murine ES cells (68). This observation is in marked contrast with
gene targeting in Saccharomyces cerevisiae, where fewer than 100
bases of homology are enough for gene targeting (69). Thus, the
mechanism of gene targeting in yeast is not necessarily shared by
vertebrate cells. If HR is initiated by DSBs or other types of DNA
damage in one of the recombining DNA molecules, a fundamental
question arises as to whether the ends of the linearized gene
targeting construct or DSBs in the genomic DNA initiates HR for
gene targeting. In yeast, homologous sequences at the end of the
linearized targeting construct appear to invade intact duplex DNA
in the genome to initiate HR (69). Thus, ‘‘DSBs’’ in a gene targeting
construct might be repaired by interacting with intact homologous
sequences in the genome, resulting in targeted integration. An
alternative is that a gene targeting construct participates in HR-
mediated repair as an intact template DNA. This model is sup-
ported experimentally as follows: the remarkable increase in gene
targeting frequencies with increasing length of gene targeting
constructs (68) can be explained by the increased availability of the
longer construct as an intact template DNA for HR-mediated
repair. Second, the induction of DSBs in the genome stimulates
gene targeting by more than 2 orders of magnitude in rodent cells
(70). Third, efficient gene targeting occurs with comparable effi-
ciencies at every locus analyzed including transcriptionally inactive
loci in DT40 cells (5). This observation is in agreement with the
notion that gene targeting is associated with HR-mediated repair
after DNA replication but does not occur during G1, where
accessibility to each locus may vary considerably due to difference
in high-order chromatin structure.

DSBs arising during DNA replication appear to be repaired in
a manner different from DSBs generated by exogenous causes
such as IR. HR plays a dominant role over end-joining in
repairing spontaneously arising DSBs. Indeed, Rad51-deficient
cells are not able to complete even a single cell cycle (6). In
contrast, cell lines deficient in end-joining continue to divide and
show little chromosomal instability (71–73), whereas only pri-
mary cells derived from mice deficient in end-joining exhibit
vastly elevated level of chromosomal aberrations (74, 75) (re-
viewed in ref. 19). Presumably, the HR-mediated repair pathway
is intimately associated with DNA replication and ready to act
quickly on DNA lesions that arise during DNA replication. On
the other hand, the end-joining pathway works as a minor backup

Fig. 3. (A) SCE in wild-type DT40 cells. (A) Spontaneous SCE and (B) mito-
mycin C (MMC)-induced SCE are shown. Arrowheads indicate the sites of SCE.
[Reproduced with permission from ref. 7 (Copyright 1999, American Society
for Microbiology)]. (B) Reduced levels of SCE in cells deficient in homologous
recombination. Cells were labeled with BrdUrd during two cell cycle periods
with or without MMC treatment (50 ngyml) for the last 8 h. Spontaneous and
MMC-induced SCEs were scored in the macrochromosomes of metaphase cells.
Histograms show the mean value of SCE per cell. The SCE levels of all mutants
except DKu70 differ significantly (P , 0.002) from wild-type control SCE levels;
statistical significance was calculated by the Mann–Whitney nonparametric u
test.
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option for HR in repairing DNA lesions that arise during DNA
replication, although this pathway plays a dominant role in
repairing IR-induced DSBs.

The Differing Roles of Rad52 in Vertebrate and Yeast Cells
Rad52 mutants show the most pronounced phenotype among the
RAD52 epistasis group mutants in S. cerevisiae (reviewed in ref.
22). Rad52 is essential for an early stage of HR before the
appearance of the extensively polymerized form of Rad51
(76–79). Rad52, but not Rad51, also is involved in single-strand
annealing (80) and other RAD51-independent forms of recom-
bination (81), which may explain the more pronounced pheno-
type of the rad52 mutants than that of the rad51 mutants (Table
1). However, Rad52 appears to play a less important role in
vertebrate HR compared with Rad51. Although Rad51 defi-
ciency causes lethality in dividing cells, Rad52-deficient mice and
cells are viable with no elevated IR sensitivity (8, 82) (Table 1).
Additionally, the amino acid sequence identity between the
human and chicken Rad52 proteins is only 69%, whereas human
and chicken Rad51 share 95% identity (83, 84).

There are a number of possible explanations for the pheno-
typic differences between S. cerevisiae and vertebrate RAD52.
mutants. First, vertebrate Rad52 may not be involved principally
in HR but in other DNA metabolic pathways. The roles of
homologs are not necessarily the same in different species, as
exemplified by the involvement of Mre11 in NHEJ in S. cerevisiae
(38, 85) but little involvement of its homolog in Schizosaccha-
romyces pombe (86). However, Rad52 deficiency causes a slight,
marginally significant decrease in gene targeting efficiencies
both in murine ES and DT40 cells (8, 82). Immunocytochemical
experiments suggest a coordinated response of mammalian
Rad52 and Rad51 to DNA damage (50), so that Rad52 indeed
plays a role in HR in mammalian cells. Moreover, both the yeast
and human Rad52 proteins form ring structures (52, 79, 87) and
stimulate DNA strand exchange promoted by Rad51 protein in
vitro, further emphasizing the conservation of the roles of human
and yeast Rad52 in HR. Second, there may be as yet undescribed
orthologs in vertebrates, which might compensate for the ab-
sence of Rad52. The number of Rad52 homolog genes varies in
various organisms, and two Rad52-like genes are present in both
S. cerevisiae (88) and S. pombe (89, 90). Third, the precise
mechanism of HR may differ between vertebrate and yeast
species, giving rise to the possibility that other analogous mol-
ecules may compensate for the lack of Rad52 in vertebrate cells.
The two yeast Rad51-like proteins, Rad55 and Rad57, form a
heterodimeric complex (91, 92), which is functionally similar to
the Rad52 protein in facilitating strand exchange by Rad51 in the
presence of replication protein A in vitro (93). This finding
suggests that any protein that can substitute for this Rad51-
dependent function of Rad52 may be a functional homologue,
but not necessarily a structural homologue.

Activities of Rad51-Like Molecules in Yeast and Vertebrates
S. cerevisiae possesses two Rad51-like molecules, Rad55 and
Rad57, which form a heterodimer (reviewed in ref. 24). In
contrast, mammalian as well as chicken cells possess five Rad51
paralogs (XRCC2, XRCC3, Rad51B, Rad51C, Rad51D) that
share '20–30% amino acid sequence identity with Rad51 and
also with each other (reviewed in ref. 25). Unlike Rad51, none
of the vertebrate Rad51 paralogs appears to interact with itself
in yeast two-hybrid assays (25, 94), which is also the case for yeast
Rad55 and Rad57 (91, 92). Overexpression of yeast Rad51
partially suppresses the DNA repair defect of rad55 and rad57
mutant yeast strains, implying that Rad55 and Rad57 may
functionally cooperate with Rad51. This idea is supported by a
stable protein–protein interaction between Rad55 and Rad57,
and by a transient interaction between Rad51 and Rad55
(91–93). Similarly, yeast two-hybrid studies have suggested that

physical interactions may occur in vivo between human Rad51
and XRCC3, XRCC3 and Rad51C, Rad51B and Rad51C,
Rad51C and Rad51D, and Rad51D and XRCC2 (25, 94, 95).
These observations support the argument that the five Rad51
paralogs may form a functional complex and cooperate with
Rad51, in a manner analogous to the yeast Rad55 and Rad57
proteins (reviewed in ref. 19).

All of the Rad51 paralog DT40 mutants show impaired HR, as
determined by targeted integration and SCE assays (discussed in
the next paragraph). Remarkably, all of the mutant cell lines exhibit
very similar phenotypes: spontaneous chromosomal aberrations
(Fig. 2), high sensitivity to killing by cross-linking agents (mitomycin
C and cisplatin), mild sensitivity to g-rays, and significantly atten-
uated Rad51 focus formation during recombinational repair after
exposure to g-rays. Moreover, overexpression of human Rad51
partially corrects the DNA damage sensitivity phenotype in all of
the mutants (11, 12). We conclude that the Rad51 paralogs
participate in a DNA repair process as a functional unit that
facilitates the action of Rad51 in HR. Experiments to confirm this
conclusion include ascertaining the epistatic relationship of these
genes by generating and characterizing DT40 clones deficient in
various combinations of two of the five Rad51 paralogs.

It should be noted that a rodent cell line defective in XRCC2,
one of the Rad51-like genes, exhibits not only defective HR but
also an increase in IR sensitivity even in the G1 phase in
comparison to the wild-type cells (35). Furthermore, other
Rad51-like genes, including Rad51C, Rad51D, XRCC2, and
XRCC3, all are expressed in some nondividing cells in the brain
(36, 96–98), where no Rad51 expression is detectable (99). These
observations are inconsistent with the notion that the Rad51
paralogs participate in HR as cofactors of Rad51. Presumably
the Rad51-like molecules, but not Rad51, might play a role in
intragenic HR in resting cells in mammals.

DT40 Cells Deficient in Both Rad52 and XRCC3, a Rad51
Paralog, Are Not Viable
Biochemical studies have indicated that both the yeast Rad52
protein and the Rad55y57 heterodimer stimulate DNA strand
exchange by Rad51 (93). To test the idea that Rad52 and the
Rad51 paralogs can partially substitute for each other’s function
in vertebrate cells, possibly explaining the subtle phenotype of
Rad52-deficient cells, we generated a DT40 clone deficient in
both Rad52 and XRCC3, one of the five Rad51 paralog genes.
Somewhat surprisingly, but in support of our assumption, this
double mutant clone was not viable, although cells deficient in
either Rad52 (84) or XRCC3 (12) are able to proliferate
(unpublished work). This result supports the notion that Rad52
and XRCC3 are indeed complementary to each other for the
maintenance of chromosomal integrity in cycling cells. Given the
embryonic lethality of mice deficient in XRCC2, Rad51B or
Rad51D, the Rad51 paralogs might have taken over an impor-
tant role of Rad52 in HR during evolution.

The phenotype of Rad51-deficient DT40 cells is much severer
even than that of cells deficient in both Rad52 and XRCC3 (Fig.
2, Table 1). It should be noted that the number of chromosomal
breaks in Rad51-deficient cells (Fig. 2) was likely underevaluated
due to the following reason (6). We were able to measure
chromosomal breaks in mitotic cells that had presumably un-
dergone DNA replication when a small amount of Rad51 was
still present after the inhibition of the tet-repressible promoter.
Upon depletion of Rad51, cells were no longer capable of
undergoing even a single cell cycle and exhibited extensive
chromosomal aberrations. These observations are in marked
contrast with the finding that the number of living cells com-
pletely deficient in both Rad52 and XRCC3 gradually decreased
over more than 10 cell cycles (unpublished work). These obser-
vations support the notion that Rad51 plays a vitally important
role in HR in vertebrate cells, whereas both Rad52 and the
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Rad51 paralogs may work just as cofactors for Rad51. Which
important role of Rad52 in HR might have been taken over by
Rad51 during evolution? Single-strand annealing (SSA) requires
only Rad52 of the RAD52 epistasis group (80), so that Rad52
alone may be able to facilitate homologous paring of even a short
stretch of homologous sequences both in vitro and in vivo (100,
101). Active SSA along with other modes of efficient homolo-
gous pairing mediated by Rad52 might be useful for unicellular
organisms because it would allow rapid repair of some DNA
lesions. In contrast, in multicellular organisms, SSA is presum-
ably suppressed because of the following reasons. Higher fidelity
of DNA repair would be relatively more important in multicel-
lular organisms than in unicellular organisms, because accumu-
lation of mutations would result in tumorigenesis and malfor-
mation in multicellular organisms. In addition, SSA as well as
intragenic HR may be mutagenic especially when there are large
numbers of various types of repeated sequences in the genome
of vertebrates. These reasons could explain why Rad52 plays
such an important role in HR in yeast species but not in
vertebrate cells.

Other Rad51-Interacting Proteins
The products of the essential mammalian BRCA1 and BRCA2
cancer susceptibility genes are associated with Rad51 in both
mitotic and meiotic cells (102–105). However, no structural
homologues have been reported in yeast, Caenorhabditis elegans,
or Drosophila (106). Brca1 may be involved in two fundamental
processes, transcriptional regulation (reviewed in ref. 107) and
DNA repair (108–110), implying that Brca1 might stimulate HR
by altering the expression of other genes that are directly
involved in HR. In contrast, a direct role of Brca2 in HR is
suggested by the physical interactions between Rad51 and Brca2
(103–105), impaired Rad51 focus formation caused by a trun-
cating mutation of Brca2 (111), and its lack of involvement in
transcriptional regulation. It is noteworthy that human and
murine mutant cells in which Brca2 was truncated exhibit
phenotypes remarkably similar to those we described for the
Rad51-paralog mutants: elevated spontaneous chromosomal
aberrations (112), sensitivity to cross-linking agents such as
mitomycin C and cisplatin (111), and defective Rad51 focus
formation (111, 113). Thus, Brca2 may participate in the for-
mation of a complex involving the Rad51 paralogs to act as a
cofactor for Rad51 during HR. The presence of Brca2 homologs
in vertebrates but not in yeast (106), and the existence of five
vertebrate Rad51 paralogs, compared with only two in yeast
(Rad55y57) implies that the activity of Rad51 during HR is
regulated in a more complex manner in vertebrate cells than in

yeast. It is possible that these Rad51 cofactors might form an
interface between Rad51 and cyclin-dependent kinases or be-
tween Rad51 and DNA damage checkpoints. Through these
interactions, the assembly of Rad51 might be suppressed in the
G1 phase and activated by kinases involved in damage check-
point, as has been suggested for yeast (114).

Conclusions
There are a number of lines of evidence showing that DT40 is
not only a valid system for investigating DNA recombination in
vertebrate cells, but also is an important system with high
relevance to human cells. First, so far no viable mutant cell lines
have been reported in any system for several repair proteins, such
as Rad51B, Rad51C, Rad51D, Mre11, and Rad51 proteins, so
that the conditional approaches used in DT40 have yielded
valuable information unobtainable by other means. Second, both
murine ES cells and DT40 exhibited the same phenotypes for the
already-published mutants of HR genes, including the lethality
of Rad51-deficient cells (6, 59), a nearly normal phenotype of
Rad52-deficient cells (8, 82), and the elevated radio sensitivity of
Rad54-deficient cells (9, 31). These similarities confirm that the
DT40 cell line is a reasonable model for the analysis of vertebrate
DNA recombination, despite the obvious concerns associated
with the use of a transformed cell line, which may have certain
cell line-specific characteristics. Gene-targeted DT40 clones
have been extensively generated to investigate DNA replication,
DNA repair, cell cycle-dependent kinases, cell cycle checkpoints,
chromosome-associated proteins, and nuclear and cytoplasmic
cell divisions. Because of this large collection of mutant clones,
the DT40 system is an extremely useful model to study DNA
metabolism, despite the disadvantage represented by an inade-
quate database of chicken-specific base sequences and the
relative dearth of experimental materials.
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